Was it something I said? Facial Expressions in Language Learning

John Sloan, Julie Carson-Berndsen

ADAPT Centre, School of Computer Science, University College Dublin, Ireland

john.sloan.1@ucdconnect.ie, julie.berndsen@ucd.ie

Figure 1: Sequence of change in expression of the Mery [1] avatar after each of the participants’ 6 input sentences.

Abstract

This paper describes an experiment to evaluate facial expressions of an animated avatar as a means of providing feedback to non-native English learners on language production. The aim of the study was to ascertain whether native and non-native English speakers interpret and respond differently to facial expressions and whether such expressions have a role to play as feedback in emerging language learning technologies. Native English speakers and non-native English learners took part in an experiment where facial expressions were presented as a response to their textual input sentences and were asked for their interpretation of the change in expression (or otherwise). Furthermore, it was investigated to what extent non-native learners subsequently altered their language behaviour in line with their perceived interpretation of the expression. The majority of non-native learners attributed a change in facial expression, where the avatar looked away, to errors in language production in the preceding sentence and they reduced the syntactic complexity of the following sentence accordingly. The results underpin the potential of facial expressions as a feedback mechanism for language learning and the insights will now be deployed in an effective and engaging personalised e-learning language platform.
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1. Introduction

Corrective feedback in second language acquisition (SLA) has been shown to improve learners’ retention of vocabulary and grammar [2]. Recasts, clarification requests and comprehension checks are among the verbal feedback forms which have proven most effective [3,4], however, there has been no real consensus on which of these mechanisms produces the optimal learning outcome. In addition, the impact of non-verbal, paralinguistic feedback has received very little attention [2]. With the growth of Computer Assisted Language Learning (CALL), the question of when and how to provide feedback to learners is of immediate concern, especially when the effectiveness of current CALL systems is limited [5]. While e-learning can provide learners with an increase in content, interactions and a variety of methods of study, the distance between learners and instructors (or indeed other learners) can lead to a shallow experience with inaccurate, ineffective or even a lack of feedback.

One area of CALL which has received a lot of recent interest is the use of robots which interact with learners in the same physical space. These robots can be controlled remotely [6] or automatically [7]. Advantages offered by this form of interaction include increased engagement and a richer educational experience. Improvements in performance on tasks involving puzzle-solving in adults [8] and prime number learning in children [9] have been demonstrated. However, the body of research in this area is still small and is based on short-term studies. Furthermore, several negative effects have also been identified. These include deception, privacy issues, lack of accountability and, particularly in the case of children, attachment to the robot, loss of human contact and impeded social skill development [9,10].

In contrast to physically embodied robots, screen technologies are widely used to deliver CALL content. The recent global proliferation of internet and mobile technology (43% own a smartphone, 76% report using the internet [11]) means through the screen, CALL is readily accessible. Over the past decade, the most popular language learning applications have reached tens of millions of registered users [12]. For SLA, screen-based technologies offer advantages over other interactive media due to the privacy afforded to the learner in a task where making errors is common. Success in acquiring a second language requires not only considerable time and effort, but also the ability to learn from these errors. However, Cross Linguistic Interference (CLI) can lead to the repeated production of “basic” mistakes which often results in anxiety, as the learner fears appearing foolish in front of peers [13]. In the early stages of language learning, anxiety can be low, but may grow through negative learning experiences emanating from negative perceptions of others [14,15]. Educational gains from short-term interaction with robots might not continue in the long-term if users’ frequent errors are salient to others in the shared physical space.

Using facial expressions as the means of providing feedback through a screen offers an opportunity to reach large numbers of users while increasing engagement and pedagogical effectiveness. Current, popular screen-based
CALL applications (e.g. ‘Duolingo’, ‘Babbel’) typically provide feedback through simple video/audio signals which are intuitively understood by the user: green vs. red colours, a progress bar moving forward vs. backward, pleasing ping sounds vs. harsh klaxons. Facial expressions offer a potentially more powerful medium to provide feedback, as many expressions can be intuitively understood [16] and we have an innate preference to pay attention to faces and face-like stimuli [17]. Additionally, recent human-computer interaction studies have shown our lexical and gestural alignment with human-like avatars is comparable to that with real humans [18,19]. Through the medium of a screen, which can be kept relatively private, and the inaudible nature of facial expressions, the user is afforded a sense of anonymity [20] while engaged in the interaction. These factors could aid retention rates in language learning applications where dropout rates are high, e.g. 54% use Babbel for less than a month [21].

This paper presents an experiment to evaluate the use of an avatar’s facial expressions as a potential feedback mechanism for language learning. Based on first-hand experience of the first author teaching Korean-learners of English for many years, a personalised e-learning platform is under development which aims to enhance non-native learner engagement and performance, and overcome anxiety issues associated with errors. The aim is to create an environment where language learners can practise producing samples of language while receiving immediate, accurate feedback which serves the function of guiding the learner to produce well-formed utterances. The platform currently uses the Mery avatar [1] with animations which have been created specifically for the purpose of providing expressive feedback. The animations run in modern web browsers at 10fps in 400x320px resolution. This produces smooth, realistic animations with the result akin to an animated movie. The avatar was chosen in preference to a life-like model due to unnatural movements of life-like models causing feelings of unease in users [22], the perceived intensity of expressions in animated avatars are higher than life-like models [23], and the avatar offers more flexibility in the creation of animations.

The remainder of this paper is structured as follows. Section 2 focusses on the facial expressions presented to the participants and the hypotheses being tested. The experiment to evaluate the facial expressions is described in section 3. Section 4 presents the results, with the discussion following in Section 5. Finally, Section 6 draws some conclusions and outlines future work.

2. Facial Expression Feedback Hypothesis

The research presented in this paper represents the first step in the investigation of the interpretation and response of non-native learners (NNS) and native speakers (NS) to changes in facial expression of an animated avatar. The sequence of expressions (e1 to e6), as depicted in Figure 1, are the respective responses to six sentences (s1 to s6) input by the user to the system. The focus will be on reactions to one specific, clear and distinct change in expression - from smiling and looking straight ahead to slightly frowning and looking down and to the side (e2 → e3 in Figure 1). The change from eye-contact to averting eye-contact is based on task-oriented studies where gaze aversion has been shown to correlate with the cognitive difficulty of the task [24,25]. Therefore, the avatar looking away following an input sentence indicates an increased cognitive load.

The broad hypothesis to be tested is drawn from observances of NNS in interaction with NS, namely:

There is a difference between NS and NNS in how they interpret and respond to facial expressions of a NS interlocutor.

NNS, particularly proficient speakers, often appear to reduce the length and complexity of utterances when met with a NS facial expression which would be typically described as confused. This may be due to a recognition by the NNS that their production is causing additional cognitive effort on the part of the NS which must be reduced.

In the experiment presented in the next section, the animated avatar was used in place of a NS interlocutor and participants were informed that the avatar could read and understand English sentences. The broad hypothesis can then be refined to refer to facial expressions of this avatar. This hypothesis was broken down into four sub-hypotheses.

- **H1**: There is a difference between NS and NNS in the emotion attributed to the avatar’s e2 → e3 change in expression.
- **H2**: There is a difference between NS and NNS in the reason given for this change in expression.
- **H3**: There is a difference between NS and NNS in the complexity of sentence produced following an e2 → e3 change in expression.
- **H4**: In the complexity of sentence produced following an e2 → e3 change in expression, there is a difference between NNS who are sensitive to small changes in the avatar’s expression and NNS who are not.

The experiment to test these sub-hypotheses is now described.

3. Experiment

Two groups were selected for the experiment: native English speakers, and intermediate and above non-native learners of English. Participants (N=57) were gathered through postings on internet cafes for English language learners and snowball sampling. The experiment consisted of 2 parts: questions on emotions and English, and typing sentences to the avatar. All participants were aged 18+ and successfully passed part 1 of the experiment; this evidenced accurate recognition of images of human facial expressions and a command of English sufficient to partake in part 2. The sample contained 36 NNS and 21 NS, with participants indicating their nationality and L1 prior to beginning the experiment. Five participants were excluded from analysis: 2 incorrectly responded to questions in part 1 and 3 did not fully complete the sentences in part 2.

3.1. Experiment Design

A web application was developed for the experiment and hosted at emotionandlanguage.ucd.ie. Upon signing up for the research, participants were sent to the website where they were asked to complete a series of tasks. These tasks involved answering multiple choice questions, typing sentences and watching the avatar’s subsequent expressions. These tasks were split into 2 parts which each took approximately 5-10 minutes to complete. Participants completed the experiment at a time and place of their choosing.
3.1.1. Part 1: Questions on English and emotions

Participants answered 15 multiple choice questions before interacting with the avatar. The first 10 showed a photograph of a person expressing an emotion with a choice of 4 words to describe the image. Participants chose one of the 4 options.

Figure 2: Question on facial expressions and emotion.

The purpose of the 10 expression questions was threefold: draw participants’ attention to facial expressions, ensure NNS participants understood the vocabulary used to describe expressions and emotions, and confirm that participants gave typical responses to facial expressions. Some of the expression images were shown alongside only one word which matched (e.g. a photo of a smiling girl with the choices: ‘angry’, ‘happy’, ‘sad’, ‘tired’), while others contained multiple (e.g. a man frowning and rubbing his eyes with the choices: ‘excited’, ‘tired’, ‘sad’, ‘worried’). Five further questions on vocabulary and grammar were then presented. These ensured that NNS participants understood the English needed to give reliable answers to the questions in part 2.

3.1.2. Part 2: Sentences and Expressions

Our 4 sub-hypotheses were tested in part 2. Participants were introduced to the avatar, and after a short practice session, entered 6 sentences, one-by-one, about their favourite holiday. Regardless of linguistic content, the avatar changed expression after each sentence in the sequence shown in Figure 1. Participants were given no information as to the reason for the avatar’s expression changes. Our focus was on the participants’ response to the avatar’s change (e2 → e3) after they entered sentence s3.

Figure 3: View of the main interface where participants input sentences and monitor the avatar’s expression (e2).

For each sentence input, participants were shown the avatar, the prompt and a text box with cursor focus where they could type (Figure 3). Two seconds after a sentence was entered, the avatar began to move its head and eyes to simulate reading (Figure 4). Note that the movements of the avatar between all of the expressions are smooth.

Figure 4: View of the avatar ‘reading’ s3.

After ‘reading’ the sentence, the avatar either returned to looking straight ahead, or, in the case of interest after s3, looked down and to the left (Figure 5). Depending on the length of the input sentence, each animation lasted between 7 and 12 seconds. The facial expression changed in five of the six movements, with only the final sentence (s6) eliciting no change.

Figure 5: View of the e3 expression after ‘reading’ s3.

In this case, after the avatar ‘read’ s3 and changed expression, participants were asked to answer two questions: the first (H1) involved describing the avatar’s emotion, and the second (H2), the reason behind this change of expression. The questions appeared 4 seconds after the change in expression and covered the avatar and the typed sentence on the screen as depicted in Figure 6.

Figure 6: Question box for H2 which appeared after the e2 → e3 expression change.

3.1.3. Change in complexity

H3 and H4 were tested by comparing the complexity of sentences produced immediately before and after e3 → e4. This involved scoring the complexity of s3 and s4 for both NS and NNS. While measures of syntactic complexity as development markers in L1 children, such as Developmental Sentence Scoring [26] and Index of Productive Syntax [27], and the extension of such systems to measure L2 proficiency [28,29] have been developed, there is no single reliable and valid measure for both NS and NNS complexity. In addition,
the NNS in this experiment came from a variety of countries and native languages (L1), which compounds the problem, e.g. for an NNS of a language which shares the head-first structure of English, a relative clause may be considerably easier to form than for an NNS whose native language is head-last.

With this in mind, it is still possible to formulate a general score of complexity (c-score) which correlates with human judgement. The formula used for this experiment is based on a small number of widely used factors which have been identified as useful markers in the literature and recent research on automatic syntactic complexity analysis [30]. These are: length of sentence, number of t-units (main clause with attached subordinate clauses [31]) per sentence, amount of subordination and sophistication of Noun Phrases (NP). For this experiment, the complexity score of each sentence was calculated using the following formula:

\[
c \text{-score} = tuM(L / 3 + 2sC + cNP)
\]

where

- \(L\) = length of sentence in words
- \(sC\) = number of subordinate clauses
- \(cNP\) = number of complex NP (NP including head noun and an adjective or prepositional phrase)
- \(tuM\) = t-unit multiplier \((1 – \ln(tu / 3))\) where \(tu\) is the number of t-units

The weightings of each variable were determined based on theoretical ideals with testing and evaluation on sentences produced by NNS from a previous study. Therefore, subordinate clauses, which are often difficult to accurately produce for NNS were assigned a higher weighting than complex noun phrases. The additional length from higher t-units per sentence was balanced through ‘\(tuM\)’, which decreases exponentially from 1 in the order \([1, 0.77, 0.63, 0.54, \ldots]\). An example calculation on 2 contrived sentences is shown below (\(sC\) is indicated with ‘\(\{\}\)’, \(cNP\) with ‘\(-\)’, and t-units are split with ‘\(|\)’):

\(s3\): “(Because heavy rain was falling everyday), my sister, [who hadn’t brought a raincoat], didn’t enjoy the holiday.”

\(s3\) c-score: \(1^*(18/3 + 2*2 + 1) = 11\)

\(s4\): “We stayed inside and didn’t travel, \(\mid\) but she went out on the third day. \(\mid\) and we had some fun.”

\(s4\) c-score: \(0.63^*(19/3 + 0 + 1) = 4.62\)

\(s3\)-\(s4\) change in c-score: \(4.62-11 = -6.38\)

To assess the validity of the c-score metric, all s3 and s4 sentences were independently scored for complexity by an expert with an MA in Linguistics and 10+ years experience teaching ESL. The scorer was informed of the factors taken into consideration for complexity, but not told of the weighting or method of calculation. The c-scores and the independent annotator’s scores were normally distributed and exhibited a strong correlation \(r(55) = .59, p < .001\).

3.1.4. Sensitivity

\(H4\) investigates two populations of English learners: those with high levels of attention or sensitivity to facial expressions, and those with lower levels. We split our sample of English learners into ‘sensitive’ \(N=11\) and ‘not sensitive’ \(N=25\) groups based on the accuracy with which they recognised the avatar’s changes of expression \(e4 \rightarrow e5\) and \(e5 \rightarrow e6\). \(e4 \rightarrow e5\) displays a small change in expression, with a slight lowering of the edges of the mouth and eyebrows; \(e5\) and \(e6\) exhibit the exact same expression. Only participants who correctly identified both changes were assigned to the ‘sensitive’ group. The change in \(s3 \rightarrow s4\) complexity between the groups was measured as an independent variable, ‘Sensitivity’.

4. Results

In this section, results for each of the sub-hypotheses \((H1\) to \(H4)\) are presented in turn.

\(H1: \) Change in expression

A Fisher’s exact test [32] was performed to examine the relationship between NS and NNS in their identification of emotion in the avatar’s expression after \(s3\). No difference was found between the groups \(p=.6\). Both rated the expression of the avatar most frequently as ‘confused’ followed by ‘thoughtful’ as depicted in Figure 7.

\(H2: \) Reason for change in expression

A significant difference was found in the reasons given for the avatar’s change in expression after \(s3\) \(p=.002\). Figure 8 shows the majority of NNS (53.8%) attributed the change to their mistakes in vocabulary or grammar in \(s3\). In contrast, NS were unsure of the reasons for the expression change, selecting ‘don’t know’ more frequently than NNS (47.6%).
H3: Change in complexity

NNS significantly changed the complexity of their sentences after s3 ($\bar{M} = 1.46$, $SD = 2.85$) in comparison to NS ($\bar{M} = 1.15$, $SD = 2.45$), $t(45.94) = 2.24$, $p = .03$. NNS showed a propensity to reduce sentence complexity in s4, while NS did not, as shown in Figure 9.

![Figure 9: Boxplot of change in sentence complexity (c-score) from s3 to s4.](image)

H4: Change in complexity by sensitivity

No difference was found between ‘sensitive’ ($N = 11$, $\bar{M} = 1.77$, $SD = 2.87$) and ‘not sensitive’ ($N = 25$, $\bar{M} = 1.33$, $SD = 2.89$) in their change in sentence complexity after s3, $t(19.3) = -0.42$, $p = 0.7$. This is shown in figure 10.

![Figure 10: Boxplot of change in learner s3-s4 sentence complexity by sensitivity to s4-s6 expression changes](image)

5. Discussion

The results of the study indicate that there is a difference in how NS and NNS interpret and respond to an e2 → e3 change in facial expression of an animated avatar as feedback to their typed sentences. NNS tend to view the change as resulting from their mistakes in vocabulary or grammar of their previous sentence, while this is absent in NS. The effect of this difference in interpretation is manifest in s4, where NNS reduce the sentence complexity, with the sample of NS showing no such reduction. No statistically significant difference was observed between the NS and NNS groups in the emotion attributed to this change in expression. Furthermore, there was no change in complexity of ‘sensitive’ vs. ‘not sensitive’ NNS.

There are several limitations of the experiment that could be addressed in future studies. The sample of NNS included a mix of nationalities and L1. There may be cultural differences and varying CLIL effects between these groups in their response to facial expressions [33]. Studying independent populations who share nationality and L1 would allow us to identify any such differences. Three participants selected ‘happy’ to describe the e2 → e3 change in expression, which possibly indicates a misunderstanding, a lack of concentration, or a browser issue at the time of participation (despite prior testing). As participants undertook the experiment online at a time and place of their choosing, we cannot be certain as to the conditions under which the tasks were completed. Inviting participants into the lab and giving instructions in person may increase concentration and understanding in this regard, but it would impact privacy and anonymity.

A dissatisfaction with the limitations of the screen in creating ‘deeper’ interactions has, in part, spurred research into using robots in CALL. However, some of the robots presently used in language learning are unable to display changes in facial expression (e.g. Nao [7]). This paper makes a valuable contribution to the field of emerging language learning technologies by demonstrating that there is a great deal of potential in using expressions as a mechanism to provide feedback with currently available screen technologies. This is also a feature which could be incorporated into developing robotic systems (e.g. Furhat [34]) in the CALL field.

6. Conclusions and Future Work

The results presented in the previous section offer intriguing possibilities for the potential of using an avatar’s change in facial expressions to guide language learners toward advantageous learning strategies. The e2 → e3 expression could be used to indicate to learners that the sentence they have just produced is not well-formed. The facial expression does not explicitly inform the user that what they produced is incorrect in the same way a red cross or harsh klaxon sound does, it only indicates that they are causing the listener some difficulty in understanding. It is then up to the user to respond, and as evidenced in this study, the reaction tends towards a reduction in sentence complexity. The extent to which this is manifest in the L2 production of learners with different abilities, cultural backgrounds and L1 is an avenue of research which has the potential to provide fine-grained insights into the language learning process. The growing corpus of learner sentences, errors and corrections will also allow for a gradual increase in automation of corrections. What will initially be a manual process involving a NS quickly assessing sentences and selecting an appropriate emotional response or correction, will develop into a semi-automated process where NS judgement and correction is needed only for sentences which contain structures/ambiguities not easily categorised by the corpus-based language model. On the learner side, by supplementing the e2 → e3 ‘error’ expression with positive changes for well-formed sentences, intermediate language learners may be guided by facial expressions towards advanced levels and more confident production. This is the premise which underpins the novel, personalised e-learning platform currently under development at UCD.
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